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Shih JY, Atencio CA, Schreiner CE. Improved stimulus representation by short interspike intervals in primary auditory cortex. J Neurophysiol 105: 1908–1917, 2011. First published February 9, 2011; doi:10.1152/jn.01055.2010.—We analyzed the receptive field information conveyed by interspike intervals (ISIs) in the auditory cortex. In the visual system, different ISIs may both code for different visual features and convey differing amounts of stimulus information. To determine their potential role in auditory signal processing, we obtained extracellular recordings in the primary auditory cortex (AI) of the cat while presenting a dynamic moving ripple stimulus and then used the responses to construct spatiotemporal receptive fields (STRFs). For each neuron, we constructed three STRFs, one for short-ISI events (ISI < 15 ms); one for isolated, long-ISI events (ISI > 15 ms); and one including all events. To characterize stimulus encoding, we calculated the feature selectivity and event information for each of the STRFs. Short-ISI spikes were more feature selective and conveyed information more efficiently. The different ISI regimens of AI neurons did not represent different stimulus features, but short-ISI spike events did contribute over-proportionately to the full spike train STRF information. Thus short-ISIs constitute a robust representation of auditory features, and they are particularly effective at driving postsynaptic activity. This suggests that short-ISI events are especially suited to provide noise immunity and high-fidelity information transmission in AI.

The relationships between spikes, as described by interspike intervals (ISI), have been implicated in many aspects of neuronal information processing. For example, pairs of spikes that are separated by short time intervals have a greater chance of synaptic transmission than isolated action potentials (Usrey et al. 2000), and burst spikes have been shown to have special roles in Hebbian learning (Pike et al. 1999) and in selective communication between neurons (Izhikevich et al. 2003). ISI coding of temporal information in auditory cortex also appears to be more informative than firing rate or spike-time precision alone (Imaizumi et al. 2010).

Sensory neurons can be characterized by their receptive fields, which are commonly estimated via spike-triggered average or covariance techniques (Schwartz et al. 2006). All spike-triggered techniques, however, make the implicit assumption that single spikes are independent from one another. Whether the model is a tuning curve or a spike-triggered average receptive field, it is assumed that each spike makes an independent and equal contribution to a neuron’s stimulus-response relationship. The independence assumption, however, is not valid for all events, in particular with regard to spike bursts, which usually exhibit short ISIs.

In this study, we address the role of the first-order ISI in primary auditory cortex in stimulus encoding. The first-order ISI is the time between adjacent spikes in a spike train. The duration of a spike’s preceding ISI affects the probability of eliciting a postsynaptic spiking response (Usrey et al. 2000), and relatively simple model neurons are capable of displaying selectivity for ISIs (Wilson et al. 2001). Short-ISI bursting activity can also constitute viable, even ideal, stimulus encoding schemes (Krahe and Gabbiani 2004; Oswald et al. 2007). Additionally, studies in the visual system have shown that different ISIs may convey distinct features of visual stimuli, as well as convey different amounts of stimulus information to subsequent sensory processing stages (Rathbun et al. 2007; Reich et al. 2000). These ideas suggest that it is possible that auditory cortical neurons use ISIs to distinguish different stimulus representations.

To address this possibility, we separated spikes into two categories: those with short preceding ISIs (1–15 ms) and those with long preceding ISIs (>15 ms). While spikes in these ISI categories did not encode different stimulus features, we did find that short-ISI spikes have the potential to play particularly significant roles in the overall stimulus encoding of neurons in auditory cortex. Our results, when paired with the result that downstream neurons seem to be able to respond preferentially to particular ISIs, indicate that ISI discrimination could be a prime candidate for implementing a temporal code in auditory cortical circuits. Neurons that respond preferentially to short-ISI input events may provide either greater coding efficiency or, potentially, robustness to neural noise.

METHODS

Electrophysiological methods and stimulus design have been described in previous reports (Atencio and Schreiner 2008; Miller et al. 2001; Miller and Schreiner 2000). A brief description follows.

Electrophysiology. All procedures were carried out in compliance with the University of California, San Francisco, Institutional Animal Care and Use Committee as well as the guidelines of the National Institutes of Health. Adult cats (n = 3) were initially sedated with ketamine (30 mg/kg) and acepromazine (0.15 mg/kg) and then anesthetized with pentobarbital sodium (15–30 mg/kg) for the surgical procedure. During recording, an areflexic state was maintained via constant infusion of ketamine (2–11 mg/kg/h) and diazepam (0.05–0.2 mg·kg⁻¹·h⁻¹).

Recordings were made in a sound-shielded anechoic chamber (IAC, Bronx, NY), and stimuli were delivered monaurally, via a
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closed speaker system (diaphragms from Stax, Saitama, Japan), to the contralateral ear. Extracellular recordings were made using 16-channel microelectrode arrays (NeuroNexus Technologies, Ann Arbor, MI). Electrodes were linearly arranged, with a spacing of 150 μm between contacts on the array. Each electrode contact had an area of 177 μm².

Neural traces were bandpass filtered between 600 and 6,000 Hz and recorded with a Neuralynx (Bozeman, MT) Cheetah recording system at sampling rates between 18 and 27 kHz. Traces were sorted offline using a Bayesian spike-sorting algorithm to obtain isolated single units (Lewicki 1994).

Stimuli. Neurons were presented with a 15-min dynamic moving ripple (Escabi and Schreiner 2002). The dynamic moving ripple is a temporally varying broadband stimulus spanning frequencies between 500 and 40,000 Hz with 50 sinusoidal carriers per octave. At any given moment, the stimulus envelope is determined by a combination of temporal and spectral modulation parameters. In our ripple, we spanned a temporal modulation range between −40 Hz (upward sweep) and 40 Hz (downward sweep) and a spectral modulation range between 0 cycles/octave and 4 cycles/octave. Maximum modulation depth of the spectrotimodal envelope was 40 dB.

For 88 neurons, we also presented 50 trials of a 30-s dynamic moving ripple segment. All parameters of the 30-s segment were identical to the 15-min dynamic moving ripple.

Spectrotimodal receptive fields. Reverse correlation was used to construct spectrotimodal receptive fields (STRFs) from each of our spike trains (Aertsen et al. 1981; deCharms et al. 1998; Escabi and Schreiner 2002; Klein et al. 2000; Theunissen et al. 2000). The STRF is the average spectrotimodal stimulus envelope preceding each spike. Positive (red) regions in the STRF indicate that stimulus energy at that frequency and time will drive the neural activity above the average firing rate, while negative (blue) regions have the opposite effect.

Inhomogeneous Poisson model. To evaluate how well a spike train can be modeled by an inhomogeneous Poisson process, we estimated the time-varying instantaneous rate function of the neuron and generated simulated spike trains to compare to our real spike trains. We estimated the rate function \( r(t) \) via a linear-nonlinear-Poisson (LNP) model (Schwartz et al. 2006) as follows:

\[
r(t) = P(\text{spk}|t) = f(x(t))
\]

where

\[
x(t) = \text{STRF} \ast \text{Stim}(t)
\]

\[
f(x) = P(\text{spk}|x) = \frac{P(\text{spk}|P(x|\text{spk})}{P(x)}
\]

The linear component of our LNP model consists of \( x(t) \), the convolution between the STRF and the entire stimulus, while the nonlinear component consists of the empirical spiking nonlinearity \( f(x) \) for each neuron (Aguera y Arcas et al. 2003; Atencio and Schreiner 2008). This spiking nonlinearity is static and may be arbitrarily nonlinear.

As a final step, we also normalized \( r(t) \) so that the average firing rate would match the average firing rate in the real spike trains. By doing this, we avoided effects in the model caused by overestimating or underestimating the overall firing rate of the neuron.

Similarity index and feature selectivity. The similarity between a stimulus segment and the STRF was evaluated using a similarity index (SI) (DeAngelis et al. 1999; Reich et al. 2000). The SI is equivalent to the Pearson correlation coefficient, and may be calculated according to:

\[
SI = \frac{\text{STRF} \cdot \text{Stim}}{||\text{STRF}|| \cdot ||\text{Stim}||}
\]

where STRF·Stim is the dot product and ||STRF|| and ||Stim|| are the norms of the vectorized versions of the STRF and stimulus arrays. We note that SIs are related to projection values, but differ in that SIs are scaled to a range from 1 to −1, where a value near 1 indicates that the stimulus is well matched to the STRF, while a value near −1 indicates the stimulus has features opposite in sign to the STRF. If the SI is 0, then the STRF and the stimulus feature are uncorrelated.

The SI can also be used to compare two STRFs. In this case, the STRF-STRF SI is calculated as

\[
SI_{\text{STRF}_A, \text{STRF}_B} = \frac{\text{STRF}_A \cdot \text{STRF}_B}{||\text{STRF}_A|| \cdot ||\text{STRF}_B||}
\]

where \( \text{STRF}_A \) and \( \text{STRF}_B \) are two STRFs.

The feature selectivity index (FSI) (Atencio and Schreiner 2008; Escabi and Schreiner 2002; Miller et al. 2001) quantifies the match between the STRF and the individual stimulus segments that were used to calculate the STRF. We calculated the FSI as follows:

\[
\text{FSI} = \frac{A_{\text{spike}} - A_{\text{prior}}}{A_{\text{prior}}}
\]

where

\[
A_{\text{spike}} = \int_{-d}^{d} \text{CDF}(\text{SI}|\text{spk}) d\text{SI}
\]

and

\[
A_{\text{prior}} = \int_{-d}^{d} \text{CDF}(\text{SI}) d\text{SI}
\]

\( A_{\text{spike}} \) and \( A_{\text{prior}} \) represent the area under the cumulative distribution functions (CDFs) of the prior and spike-conditioned probability distributions (d) of SI values, respectively. In calculating \( A_{\text{spike}} \), we used the complete set of all SIs between the stimulus and the STRF, while for \( A_{\text{prior}} \), we used only SIs associated with the occurrence of spiking events. FSIs can have values ranging from 0 to 1. Neurons that only fire when the stimulus and STRF are well-matched will have \( A_{\text{spike}} \) values that are relatively small, driving \( A_{\text{spike}} - A_{\text{prior}} \) toward 0 and thus the FSI value toward 1. Randomly firing neurons will have \( A_{\text{spike}} \) very close to \( A_{\text{prior}} \), driving \( A_{\text{spike}} - A_{\text{prior}} \) toward 0 and thus the FSI value toward 0. An FSI of 0 indicates that a neuron is no more feature-selective than a randomly spiking unit while a neuron with an FSI of 1 only responds to stimuli that are perfectly matched to its receptive field. Note that the FSI is closely related to the shape of a neuron’s spiking nonlinearity and indicates the degree to which a stimulus must match the neuron’s STRF in order for a spike to be fired.

Information. We followed previously reported methodologies (Brenner et al. 2000; Sharpee et al. 2004) to find the event information (I) for each STRF. The event information is defined as the mutual information between the spiking response and the stimulus, calculated by:

\[
I(\text{STRF}) = \int P(x|\text{spk}) \log_2 \frac{P(x|\text{spk})}{P(x)} dx,
\]

where \( x = \text{STRF} \cdot \text{Stim} \). \( P(x) \) was calculated by computing \( x \) for each stimulus segment in the ripple stimulus, without regard to whether the segment corresponded to a spike. \( P(x|\text{spk}) \) was calculated by computing \( x \) for each stimulus segment associated with a spike.

Bias corrections. We extrapolated our feature selectivity and information calculations to correct for the finite size of our data set (Brenner et al. 2000; Strong et al. 1998). To do this, we took 25 random sections each of 50, 53, 56, 59, 62, 66, 71, 76, 83, and 90% of the data and calculated the FSI and information values. By plotting these values against the inverse of the data portion (1/0.50, 1/0.53, 1/0.56, etc.), fitting a line to the plot, and finding the ordinate intersect, we obtained FSI and information values extrapolated for infinite data set size.

Since the number of spikes in the short- or long-ISI categories is less than the total, we also corrected for spike number differences in these distributions. As each ISI category has a different number of spikes for each neuron, we calculated separate correction values for every ISI category for every cell. For each ISI-specific spike train, we
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generated 50 randomly resampled spike trains and recalcuated the FSI and information values. Each of the resampled spike trains consisted of spikes selected at random (without replacement) from the full spike train. The number of spikes in each resampled subset was matched to the number of events in each ISI-specific spike train. We corrected according to:

\[
FSI_{\text{corrected}} = FSI_{\text{ISI}} - (FSI_{\text{resampled}} - FSI_{\text{full}})
\]

\[
I_{\text{corrected}} = I_{\text{ISI}} - (I_{\text{resampled}} - I_{\text{full}})
\]

where \(FSI_{\text{ISI}}\) and \(I_{\text{ISI}}\) are the ISI-specific FSI and information values, \(FSI_{\text{resampled}}\) and \(I_{\text{resampled}}\) are the mean values for the 50 resampled spike trains, and \(FSI_{\text{full}}\) and \(I_{\text{full}}\) are the values obtained from the full (non-ISI-specific) spike train. In a case where there is no bias due to STRF estimation with subsets of spikes, \(FSI_{\text{resampled}}\) and \(I_{\text{resampled}}\) will be equal to \(FSI_{\text{full}}\) and \(I_{\text{full}}\) respectively, and thus \(FSI_{\text{corrected}} = FSI_{\text{ISI}}\) and \(I_{\text{corrected}} = I_{\text{ISI}}\).

**Spike pattern synergy.** We followed previously reported methodologies (Brenner et al. 2000) to calculate the synergy displayed by spikes within a spike pattern. The synergy in an ISI event is given by:

\[
\text{Syn}(\text{ISI}) = I(\text{ISI}) - 2 \times I(\text{spk})
\]

where \(I(\text{ISI})\) is the information conveyed by a particular ISI event type and \(I(\text{spk})\) is the information conveyed by single spikes. We subtract two times the single-spike information because each ISI event consists of two spikes. Positive synergy indicates that an ISI event type conveys more information than the sum of the information conveyed by its independent spike components.

We calculated our synergy values using multtrial data from repeated presentations of a short segment of dynamic moving ripple, which allowed us to generate peristimulus time histograms (PSTHs) and calculate event information as follows (Brenner et al. 2000):

\[
I(\text{ISI}) = \left( \frac{r_{\text{ISI}}(t)}{\bar{r}_{\text{ISI}}} \right) \log_2 \left( \frac{r_{\text{ISI}}(t)}{\bar{r}_{\text{ISI}}} \right)
\]

\[
I(\text{spk}) = \left( \frac{r_{\text{spk}}(t)}{\bar{r}_{\text{spk}}} \right) \log_2 \left( \frac{r_{\text{spk}}(t)}{\bar{r}_{\text{spk}}} \right)
\]

where \(r_{\text{ISI}}(t)\) and \(r_{\text{spk}}(t)\) are, respectively, the time-varying rates of ISI events and spikes obtained from the PSTHs and \(\bar{r}_{\text{ISI}}\) and \(\bar{r}_{\text{spk}}\) are their averages over time. This method of calculating information is model independent, so our synergy results are unbiased by model assumptions.

We corrected for biases in our multitrial information calculations in two ways (Brenner et al. 2000). First, we corrected for the finite number of trials. To do this, we took 25 random selections each of 80, 83, 87, 91, and 95% of the trials and calculated the information values. By fitting a line to a plot of the information values vs. the inverse of the data portions and finding the ordinate intersect, we extrapolated an information value for an infinite number of trials. Second, we varied the bin size in each PSTH from 5 to 19 ms at 1-ms intervals and calculated the extrapolated infinite-trial information values. We then fitted a line to the plot of these information values vs. bin size, found the ordinate intersect, and obtained an information value for an infinitely small bin size.

**RESULTS**

**ISI histograms.** Log-ISI histograms (Reich et al. 2000) from the full spike trains were constructed to view the distribution of ISIs for each studied neuron (Fig. 1). Log-ISI histograms (log-ISIHs) display features of the ISI distributions that are not apparent in linearly scaled ISI histograms. The ISI histograms had a main peak associated approxi-
We note that with a 15-ms dividing point, there were on average 3.7 times more long-ISI than short-ISI events.

For our analysis, due to computational considerations, we included 105 out of 133 neurons on the basis that they had at least 200 spiking events in both their short- and long-ISI subsets. These neurons, on average, had 1,793 (median: 1,275) short-ISI events with a SD of 1,550 events. On average, they had 4,525 (median: 4,087) long-ISI events with a SD of 2,470 events.

**ISI coding.** Modulations in firing rate have long been shown to account for significant amounts of information in sensory neurons, but temporal coding strategies may also be important in the neural representation of sensory information (Engel et al. 1992; Imaizumi et al. 2010; Middlebrooks et al. 1994; Richmond et al. 1987). In rate-coding models, it is assumed that spikes are generated independently of each other, whereas in temporal coding models, the emphasis is on the generation of spike patterns.

By focusing on a very simple spike pattern, spike doublets, this study seeks to determine whether stimulus representations change across different spike pattern responses. In separating short-ISI events from long-ISI events, however, there is the possibility that we have not identified two separate spiking patterns but have rather separated spikes that occur during periods of stimulus-driven high firing rates from those that occur during periods of low firing rates. If this is the case, then any observations we make distinguishing short-ISI spikes from long-ISI spikes may be a simple consequence of time-varying rate fluctuations during the response of a neuron to the ripple stimulus.

Therefore, as a preliminary analysis, we tested whether an independent-spiking rate model would predict the observed ISI distributions in our data. To do this, we estimated the firing rate function of each neuron in response to our stimulus and used it to generate simulated spike trains. Because our subsequent SI, feature selectivity, and information measures were all based on the STRF, we used an STRF-based linear-nonlinear-Poisson model (see METHODS) to estimate firing rates. For each time bin, we calculated the projection value between the STRF and the stimulus, and we transformed this projection value into a firing rate by applying the empirically derived spiking nonlinearity function (see METHODS). Once we calculated firing rates for the entire stimulus trial, we generated simulated spikes for a hypothetical Poisson process with the given firing rate function. We then compared the ISI distributions of these simulated spike trains to those of the real spike trains.

Figure 2A shows the ISI histogram of a neuron while Fig. 2B shows the ISI histogram of its Poisson model simulated spike train. For this neuron, there was a decrease in the salience of the short-ISI peak in the histogram of the simulated spike train. Figure 2C shows the relative difference in the number of short-ISI and long-ISI events for the simulated and real spike trains across all neurons. We found that real spike trains had 142.2% more (median: 125.8%) short-ISI events than rate-coded simulated spike trains. Conversely, there were on average 21.2% fewer (median: 20.1%) long-ISI events in the real responses. We found that both of these differences were significant ($P < 0.01$, $t$-test). Note that these differences were obtained without incorporating refractory periods in the LNP models, which would serve to decrease the chances of short-ISI events in the simulated spike trains. The inclusion of the spiking nonlinearity, however, enabled our model to capture effects such as thresholding and high feature selectivity that could potentially influence the shape of ISI distributions by generating more short-ISI events. The LNP model results indicate that a simple rate-coding model does not capture the real distribution of ISI events in the data.

There remains the possibility that more general spiking models (e.g., gamma processes) or more sophisticated receptive field models (e.g., multi-order Wiener kernels) may be better able to simulate the ISI distributions seen in the real data. Ideally, however, we would test for the presence of interval coding in auditory cortical neurons using a model-independent method. For 88 neurons, we presented repeated trials of 30-s dynamic moving ripple segments; this allowed us to calculate spike pattern synergy (Brenner et al. 2000). Spike pattern
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Synergy is a model-independent method of quantifying whether a pattern of spikes conveys more information than the sum of the information conveyed by each of the spike elements independently (see METHODS). In our case, the spike patterns under consideration are ISI events constructed from two spikes, so we calculate synergy as the difference between ISI-event information and two times the single-spike information.

Figure 3A compares the information conveyed by ISI events to twice the single-spike information for each neuron. Points along the dotted line indicate that the two spikes constituting the ISI event convey information independently; therefore, the ISI event conveys no additional information beyond the sum of its parts. Points below the dotted line indicate the spikes convey redundant information. Points above the dotted line indicate that the spikes in an ISI event act synergistically to convey more information than both spikes could independently. Figure 3B shows the mean synergy in short- and long-ISI events. On average, short-ISI events displayed 0.94 bits of synergy per event, meaning that short-ISI events conveyed nearly one bit of information more than would be expected from any independent-spiking model. This positive synergy was significant ($P < 0.01$, $t$-test). In contrast, long-ISI events displayed $-0.15$ bits of synergy per event. This negative synergy was not significantly different from 0 ($P > 0.1$, $t$-test), indicating that the spikes constituting long-ISI events are effectively acting independently.

We defined the timing of each ISI event as the timing of the second spike of each pair. We wished to test whether the observed synergy results were dependent on this definition, so as an additional analysis, we recalculated synergy values for short- and long-ISI events. In this case, however, we took the timing of the first spike of each pair (instead of the second spike) as the timing of each ISI event. We found that short-ISI events still displayed positive synergy, on average 0.85 bits per event and that this synergy was significant ($P < 0.01$, $t$-test). Long-ISI events displayed $-0.14$ bits of synergy per event on average, although this negative synergy was not significantly different from 0 ($P > 0.1$, $t$-test).

Comparing the synergy results for the first- and second-spike definitions of ISI event timing, we found that while there was no significant difference in synergy for long-ISI events ($P > 0.1$, paired $t$-test), the second-spike definition of ISI event timing yielded significantly greater synergy for short-ISI events than the first-spike definition ($P < 0.01$, paired $t$-test). This suggests that while short-ISI spike pairs constitute special encoding elements, the timing of the second spike in each pair may be more reliable and thus convey greater information.

These results show that auditory cortical neurons display a significant degree of interval coding that cannot be explained by independent-spiking models. First, the LNP model simulations suggest that the preponderance of short-ISI events cannot be explained by a simple rate-coding model. Second, the synergy results show that the individual spikes in a short-ISI event combine in a highly nonindependent way.

STRFs. To determine the stimulus features encoded by short and long ISIs, we constructed STRFs for each ISI category. Figure 4 shows the full-response STRFs of three example neurons along with their ISI-specific STRFs. In some cases, we observed that the long-ISI STRF contained components of the full-response STRF that were absent from the short-ISI STRF (Fig. 4, A1–A3). In contrast, long-ISI STRF (Fig. 4, B1–B3). Last, there were cases where both the short-ISI and long-ISI STRFs were largely similar to the STRF of the full spike train (Fig. 4, C1–C3).

In the vast majority of cases, we were unable to find clear qualitative differences between the ISI-specific STRFs and the full-response STRFs. Short- and long-ISIs had STRFs that were generally well correlated with the full-response STRFs. On average, short-ISI STRFs had an SI of 0.68 with the full-response STRFs (median: 0.70; SD: 0.12), while long-ISI STRFs on average had an SI of 0.86 (median: 0.87; SD: 0.07). Thus different categories of ISI events generally have similar stimulus features in primary auditory cortex.

STRF-STRF and stimulus-STRF similarity. Initially, it seems that because long-ISI spikes generate STRFs that are more similar to the full-response STRFs, they may contribute more to the overall stimulus representations of auditory cortex neurons than short-ISI spikes. Of note, however, is that short-ISI STRFs achieve relatively high similarity to the full-response STRFs despite being constructed from generally less than half as many spikes as the long-ISI STRFs.

A fairer comparison of ISI-specific STRFs and their similarity to the full-response STRF needs to control for the
differences were significant (P < 0.01, signed-rank test). When we addressed how short or long-ISI spikes contributed to receptive field properties by considering stimulus encoding on a per-spike basis. To that end, we calculated the similarity between the full-response STRF and the individual stimuli that triggered a spike (Fig. 5B). This measure describes how well matched a stimulus had to be to the full-response receptive field of a neuron for that neuron to respond with a particular ISI event. On average, short-ISI-triggered stimuli were 58.4% more similar to the full-response STRFs than long-ISI-triggered stimuli (median: 54.9%). We found this difference to be statistically significant (P < 0.01, signed-rank test). When considered on a per-event basis, short-ISI spikes are responses to stimuli that are more similar to the full-response STRFs, indicating that they encode the feature of that STRF more reliably. This means that spike-for-spike, short-ISIs are represented over-proportionately in the overall receptive field properties of auditory cortical neurons.

Feature selectivity. For each STRF, we calculated a feature selectivity index (FSI) (see Methods). The feature selectivity index (FSI) is a measure of how closely the stimuli that elicited a spike match the neuron’s STRF. In the case of our ISI-specific STRFs, the FSI is a measure of the stimulus similarity for spikes in either the short- or long-ISI categories. Figure 6A compares the feature selectivity of short- and long-ISI spikes for each neuron. On average, short-ISI spikes had FSI values 28.9% greater (median: 27.5%) than long-ISI spikes. We found that 88 of 105 neurons had higher FSI values associated with short-ISIs compared with long-ISIs. These results may explain the lack of noticeable estimation noise in the short-ISI STRFs. Greater feature selectivity means that the range of stimuli that comprise the STRF are less variable and thus better matched to the STRF. In turn, this leads to stimuli that evoked short-ISIs being less variable than stimuli associated with long-ISIs. This may explain why, despite the relative scarcity of short-ISI events, we were able to obtain well-defined STRFs with the short-ISI spike trains.

Information. We can quantify the information conveyed by the spikes associated with short- and long-ISIs by calculating the event information for each of the ISI-specific spike trains (see METHODS). Event information is a more general measure of neural encoding than feature selectivity since it does not make any assumptions about the manner of information encoding or decoding. The event information simply quantifies how much information a spike can convey about the sound stimulus. Event information and feature selectivity are related in that a highly feature-selective neuron will also convey a high amount of event information, since spike-triggered stimuli will be more similar to the resulting receptive field of a neuron. The converse, however, is not necessarily true; a neuron can convey significant amounts of event information without being particularly feature-selective. For example, although visual complex cells are not very selective for spatial details, they do transmit significant amounts of information about image statistics such as texture and motion energy (Hammond and MacKay 1977; Van Essen et al. 1992). If an auditory neuron conveys a great amount of event information but has a low FSI, then the neuron does not convey information about specific spectrotemporal...
features, but it still conveys information about other aspects of the stimulus.

We found that short- and long-ISIs conveyed different amounts of information (Fig. 6B). There is a clearer distinction between short- and long-ISI spikes in event information than in feature selectivity: for every auditory cortex neuron, short-ISI spikes conveyed more event information than long-ISI spikes and on average conveyed 320.3% more bits per spike (median: 288.6%).

In our feature selectivity analysis, we found 17 neurons where long-ISIs were more feature-selective than short ISIs. Even for these neurons, however, the long-ISI events conveyed less information per event than the short-ISI spikes. Figure 7 shows the relationship between the percent increase in event information and the percent increase in feature selectivity for short-ISI spikes vs. long-ISI spikes. While feature selectivity and event information tend to be loosely correlated, we found that the correlation between the two measures was not statistically significant in our data set ($P > 0.1$, $t$-test). This indicates that the large differences...
observed in event information cannot be entirely attributed to differences in feature selectivity. That is, short-ISI spikes do not necessarily convey greater stimulus information only because they are more feature-selective. Similarly, long-ISI spikes do not necessarily convey less stimulus information only because they are less feature-selective. The population medians for short- and long-ISI spikes, however, differed significantly in both feature selectivity and information measures ($P < 0.01$, signed-rank test).

**DISCUSSION**

A goal of this study was to determine if spike doublets, with their enhanced probability of postsynaptic propagation, also have privileged stimulus-encoding properties. We addressed this question by separating spikes into different categories based on their preceding ISIs and determining how each of those ISI categories encoded stimulus information.

We found that short-ISI spikes constituted particularly reliable representations of the overall stimulus encoding of auditory cortical neurons. Compared with other spikes, they conveyed more stimulus information, were more feature selective, and contributed over-proportionately to each neuron’s overall receptive field properties. Conversely, we found that long-ISI spikes were relatively poor encoders of stimulus information, were less feature selective, and spike-for-spike contributed less to the overall STRF of each neuron. We found that pairs of short-ISI spikes convey over three times as much information as long-ISI spikes, well over what we would expect from summing two independent information sources.

Our analysis focused on single neurons, but if we consider these neurons as part of a cortical network, our results gain an increased significance. Biophysically, spikes with short preceding ISIs are more likely than spikes with long preceding ISIs to elicit postsynaptic spiking responses (Usrey et al. 2000). As there is also a significant difference between the effectiveness of stimulus information encoding by short- and long-ISI spikes, this asymmetry effectively acts to amplify the signal-to-noise ratio of the transmitted neural code. Thus the most reliable sources of sound information, short-ISI spikes, are also the most likely to transmit their information to postsynaptic targets while the less reliable long-ISI spikes are not as likely to drive postsynaptic responses.

Short-ISI spikes may also play a role in maintaining synchrony between neurons when important sound stimuli are present. It has been suggested that spontaneous activity does not affect perception in the auditory system largely because spontaneous activity is generally uncorrelated across auditory neurons (Eggermont 1992; Johnson and Kiang 1976). Correlated activity, however, may be important for maintaining temporal precision as information is propagated through neural pathways (Kimpo et al. 2003; Reyes 2003). By driving postsynaptic spikes more reliably than isolated spikes, short-ISI events from a neuron may be well suited to drive multiple target neurons synchronously, thus providing a mechanism of eliciting correlated activity downstream despite the presence of significant levels of spontaneous spiking.

Maintaining temporal precision via synchronous firing may be particularly relevant to the encoding requirements of the auditory system. Audition is generally thought of as a “fast” modality: spike timing differences as small as 3 ms in the auditory cortex have been shown to guide behavior, whereas the visual cortex has been shown to have temporal discrimination limits closer to 15 ms (Yang et al. 2008; Yang and Zador 2010). Because small differences in temporal structure can be behaviorally relevant in audition, the auditory system in particular may require an encoding scheme that can preserve short timescales. Short-ISI events may be the kind of quick neural responses required to implement such a fast temporal code.

While it is conceivable that a rapidly modulating rate code might be able to capture the short-timescale fluctuations of sound stimuli, our LNP model simulations suggested that the auditory cortex encodes sound information by utilizing events with specific ISIs. The independent spiking model was unable to account for the disproportionately large number of short-ISI events in the real spike trains. This underestimation of short-ISI events may be caused by the fact that our rate-coding model does not take into account factors such as backpropagation of spikes from dendrites (Doiron et al. 2007) or membrane current dynamics (Canavier et al. 1991) that predispose neurons to fire off doublets or bursts. These spiking dynamics, however, deal with the mechanisms of generating spikes and do not explain the improved stimulus encoding properties observed for short-ISI events nor do they explain the synergistic fashion in which the two spikes in a short-ISI event combine to convey greater information than both of the spikes would individually. Regardless of how ISI events are generated, our results suggest that auditory cortex neurons may fire off pairs of spikes as temporal patterns to signal the occurrence of certain stimulus features in a fashion not captured by rate-coding models.

The question now arises: what is the mechanism that leads short-ISI spikes to be so significantly more informative? One simple explanation may be that doublets occur when a stimulus transitions from a state that is sufficient to elicit a spike to a state that is so near optimal that it provides enough drive to elicit a spike within the relative refractory period. The need for the second spike to overcome the relative refractory period would mean that they could only very rarely be noise driven, explaining the increased event information and feature selec-
ivity in our results. Our synergy results appear to support this hypothesis. Using the timing of the first spike to define the timing of short-ISI events yielded significant synergy but not as much as when using the second spike to define short-ISI event times. This suggests that while the timing of the first spike in a doublet conveys a reasonably high amount of information, it is the timing of the second spike where even greater information is conveyed. These results correspond to what one would expect if the timing of the second spike has to coincide with the presentation of a near-optimal stimulus state to overcome the relative refractory period caused by the first spike.

Another possible explanation for the improved encoding properties of doubles is that the timing of short-ISI spikes coincides with the general excitability of a neuron; that is, whether the neuron is in a depolarized “up” or a hyperpolarized “down” state. In fact, models of auditory cortex neurons that incorporate representations of these excitability states have been shown to generate more short-ISI events, resulting in bimodal ISI distributions highly similar to those observed in our data (Britvina and Eggermont 2007). As cortical neurons tend to be desensitized to thalamic inputs during up states (Watson et al. 2008), it is possible that during up states, neurons are only able to fire quick pairs of spikes when there is a preponderance of coincident thalamic inputs, corresponding to great certainty in the presence of a stimulus. This would explain the heightened feature selectivity we observed for short-ISI events. In the rat barrel cortex, however, it has been shown that spikes during down states tend to display greater stimulus selectivity than spikes during up states (Hasenstaub et al. 2007). The results in barrel cortex, though, were averaged across all spikes and thus did not differentiate spikes based on preceding ISIs. This leaves the possibility that within up states, spikes with short preceding ISIs may have the improved stimulus encoding properties that we observed.

Another possible mechanism of how short-ISI spikes come to be more informative than other spikes is that our results may be a reflection of a combined effect between Hebbian synaptic plasticity and the increased postsynaptic spiking efficacy of short-ISI spikes. According to Hebbian theory, a synapse becomes strengthened when the presynaptic neuron “repeatedly and persistently takes part in firing” the postsynaptic neuron (Hebb 1949). Double spikes (i.e., short-ISI spikes) are more likely than single spikes (i.e., long-ISI spikes) to elicit postsynaptic responses and would thus be more likely to strengthen synapses between neurons. It is feasible then that Hebbian learning may create neural circuits that are predisposed toward neurons that fire off double spikes because those are the cells that are most likely to maintain strong connections with their postsynaptic targets. Bursting activity has been shown to be necessary for inducing long-term potentiation in synapses in the hippocampus (Pike et al. 1999), and in the visual cortex it has been shown that burst activity firing above 50 Hz also drives long-term potentiation (Froemke et al. 2006). Of note, the 15-ms cutoff puts our short-ISI events in a burst rate category of ~67 Hz and above. In the auditory cortex, mechanisms for synaptic strengthening may predispose circuits to select for neurons that fire off double spikes or bursts when there is great certainty of the presence of a sound feature.

While our data may not be suited to directly address the question of how short-ISI spikes come to be more informative than other spikes, we see that not all spikes play an equal role in stimulus encoding. By looking at a simple timing relationship, the ISI, we are able to discern two significantly distinct populations of spike events. We find that short-ISI spikes are particularly important in primary auditory cortex stimulus encoding and have the potential to provide low-noise, robust, and efficient representations of sound features.
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